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Introduction: 

 Communication is vital part of day to day life that we all take for granted. Being able to 
talk to anyone we choose is a privilege that some don’t have. Hearing impaired have a lack of 
people they can communicate with. Most of them can only “talk” to people that “speak” ASL or 
other forms of gesture languages. Everyone should have the right to speak to whomever they 
choose and language should not be a limitation. There are over 1 million people in America that 
use ASL (NFB.org) and all these people have missed the opportunity to meet new people, make 
new connections, make new relationships all because of communication or lack of. I did some 
research to see the solutions currently on the market and all of the current solutions are expensive 
and lack a lot important features that would help with natural conversations between the hearing 
impaired and non-hearing impaired. 
 This motivated me to help make a device that was able to give a better quality of life to 
people with these disabilities. I wanted to make something to also help out the visually impaired. 
 I came up with the idea of building smart glasses as they could be convenient and offer a 
sort of natural  conversation. The glasses will be able to translate speech into text which will be 
displayed in front of the glasses of the hearing impaired and they will classify the ASL into text 
which will be displayed in front of the non-hearing impaired. For the visually impaired the 
glasses will use AI image classification to detect objects around and tell the user of its 
surroundings.  
 The goal of this project is to build a device that is inexpensive and effective to help bring 
a better quality of life. 
 

 
 
Process: 

 This project needs 3 programs: the voice to text classifier, the ASL to text classifier, and 
the object classifier. All the programs were coded in Python as I have pervious knowledge of the 
language and experience working with it.  
 To make the voice to text classifier I wanted to it simple and cost efficient, so I used 
Google voice recognition and wrote simple commands in python to show the text and let it be 
displayed on the screen. The main purpose of using google was that it already has a well-
developed library for voice recognition and trying to remake one would be very expensive and 
could take years to get results.  



 Making the ASL to text classifier was harder than I had anticipated mostly because this 
was my first machine learning and neural network project. This project was broken down into 3 
files, file 1 was the collect data file, file 2 was the training file and file 3 was the main display 
file. In the first file would collect the data and store it into a local folder, the second file takes the 
data and trains the model to help it better understand the ASL and the third file predicts the hand 
gestures. The model has currently been trained to detect number gestures but soon will be trained 
with other gestures, due to lack of time and lack of computer memory I was unable to further 
train the data files. In order to reduce data usage, the collect data file converts the collected data 
into a 15x15 pixel image and inverts the colors. This does reduce the data and helps increase the 
speed of the training process, but it reduces the accuracy of the predictions. The training file has 
over 1000 images of each gesture taken by me. The more images in the data files the faster and 
more accurate the model becomes.  
 The same process was used for the object detection program. Collecting the data for this 
program took a long time as taking 1000 photos of various kinds of objects was difficult for this 
program I took 100 photo myself in different environments and different lighting conditions to 
assure the best data was collected, for the 900 rest I sourced the data on Google Images. The 
training of the model took a very long time just over 1 week of training data.  
 In order to run these programs on smart glasses, I used a Raspberry Pi Zero as it was cost 
efficient, compact and most importantly powerful. I then uploaded the files onto the Pi and made 
a main interface.  
 The glasses are to be build using a 3D printer, but due to the lack of a 3D printer I was 
unable to construct the glasses.  
 
Results:  

 I could not construct the glasses due to lack of a 3D printer, so I mounted all the parts on 
a pair of sunglasses to get some sort of results. The glasses performed almost perfect in day light 
and in well-lit locations but when it came to low lighting the glasses almost did not work as well. 
There is a simple solution to this problem and that is to use a night sight camera. Using this 
camera would enhance the ability of the glasses and does not really affect the cost either.  
 The glasses use the camera to analyze the area. When someone appears in front of the 
glasses the glasses will detect the person and convert their speech or ASL into text which will 
then appear in front of the user.  
 On the second application the glasses classify the objects into speech and vibrations. The 
user looks around and the camera of the glasses detects the objects closest to the camera. If the 
user id crossing a street and there is an object in front of them (3-8feet) then the glasses will 
trigger a sequence of vibrations.  
 
Conclusion: 

 I spent a day walking around in these glasses and found that they were convenient in 
other ways too not only as a way of breaking the communication barrier but also as a way 
navigating and viewing the whole world in a different perspective. The AI was able to detect 
random objects that I was preciously unaware of. The total cost of the glasses were just $200 
(cad) but if the materials were bought in wholesale the piece could’ve been dramatically lower.  
 With more training and programming these glasses will be able to help the hearing and 
visually impaired live a better quality of life.  



 There are endless future applications for smart glasses like these. One I’m very curious 
and wanting to try is to make a program for the glasses for people who have Alzheimer’s and 
dementia. The glasses would have data stored of the patient’s personal life and display it every 
morning, so he/she gets a recap of their life and who they are. The glasses will also be able to 
identify the persons family members and friends. It will use CNN to detect the faces and if the 
face is stored in the data file it will be able to identify the person and display a short summery of 
the person and how they are related. The glasses will be able to recive new data by the family 
members updating their profiles and new events so that the patient is aware of the events. These 
glasses will be able to provide a better quality of life of these patients and make it easier to live 
their day to day lives. It’s tough to live life not knowing how you lived it. 
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